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Optimal Granule-Based PIs Construction for Solar Irradiance Forecast
Songjian Chai, Zhao Xu, Senior Member, IEEE, and Wai Kin Wong

Abstract—This letter proposes a novel granule computing-based
framework for prediction intervals (PIs) construction of solar irra-
diance time series that has significant impacts on solar power pro-
duction. Distinguished frommost existingmethods, the new frame-
work can address both stochastic and knowledge uncertainties in
constructing PIs. The proposed method has proved to be highly
effective in terms of both reliability and sharpness through a real
case study using measurement data obtained fromHong Kong Ob-
servatory.
Index Terms—Granular neural network, prediction intervals,

random vector forward link (RVFL), solar irradiance forecasting.

I. INTRODUCTION

P REDICTING solar irradiance is essential but fairly chal-
lenging to estimate solar power production. To effectively

quantify uncertainties in solar irradiance time series, many pre-
diction interval-based approaches have been developed. The sto-
chastic uncertainty and knowledge uncertainty are always re-
garded as the two main contributors to the prediction errors in a
modeling system. The former describes the inherent variability
of the observed values due to the natural physical phenomenon,
measured error, device failure, and the like, while the latter re-
veals the uncertainty in knowledge transfer, such as imperfect
representation of processes in a model, as well as the imperfect
knowledge of the parameters associated with these processes.
Most existing approaches rely on point forecasting error infor-
mation to establish prediction intervals (PIs). Recently, some di-
rect and non-parametricmethods for optimal PIs construction [1]
without the need of forecasting error informationwerewidely re-
ported. It should be highlighted that these methods focus on the
stochastic errors of various time series, while the knowledge un-
certainty is not considered at all. Further, the PIs are constructed
based on crisp or deterministic inputs without explicitly recog-
nizing thevariability involved in theobserveddataset.
Lately, information granule has emerged as a new and

promising way to deal with the situations characterized by
many underlying uncertainties. By granulating model inputs
and parameters through, e.g., interval, rough set, and fuzzy set,
an information granularity-based input-output mapping can be
established, which can effectively reflect the values of various
attributes in the process of knowledge transfer. Subsequently
the granular outputs tailored according to such PIs at certain
confidence level can be reliably constructed. In this letter, a
novel granular framework for PIs construction is developed
based on random vector forward link (RVFL) network, where
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Fig. 1. Architecture of granular neural network.

the parameters are learned by the particle swarm optimization
(PSO) technique which optimizes the performance in terms
of both coverage probability and sharpness of the constructed
granular outputs (i.e., PIs) with respect to the real targets. The
measured solar irradiance data with 1-min resolution by Hong
Kong Observatory (HKO) in 2012 are used in the case study.

II. METHODOLOGY

The interval-valued representation formalism is adopted as
the granular form to quantify the stochastic uncertainty and
knowledge uncertainty as it is the most simplified form to
comprehend and expressed by a domain expert [2].

A. Granulation of Original Time Series
The solar irradiance time series with 1-min resolution are

found highly volatile and intermittent. Nevertheless, interval-
based information granule can capture this variability and ab-
stract the complexity of such chaotic time series by simply con-
structing a max-min bound over certain level of temporal seg-
ments. In such a way, the original numerical time series are seg-
mented into uniform timewindows and becomes a granular time
series , where and is the
minimum and maximum values over each time window.

B. Granular RVFL Network and Training Strategy
The general architecture of granular neural networks has been

reported in [2] and [3], as illustrated in Fig. 1, where the tradi-
tional numeric parameters are replaced by interval values to deal
with the model uncertainty.
Traditionally, the granular parameters are trained using an op-

timization tool aiming at minimizing the interval error function
[2]. However, the quality and efficiency of the underlying op-
timization might be negatively affected by the large number of
model parameters (double of the number of the original numeric
parameters) to be optimized and the complex interval arith-
metic. In order to tackle this issue, a granular neural network
on the basis of RVFL network is proposed here, which could
immensely benefit from the wealth of well-established learning
strategies of RVFL network. The entire training process is out-
lined as follows. The upper bound values and lower bound
values are extracted from the granules to train two numer-
ical RVFL networks with the same structure and same values of
input weights and bias, respectively. Hence, two sets of numer-
ical output weights and corresponding to upper and
lower dataset are determined. Afterwards, a spread percentage
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vector is introduced, where
ranges in and is assigned to each obtained

output weight value, which can be formulated as

(1)

Finally, the whole learning process is well articulated and trans-
lated into the optimization stage only concerned with the design
asset . In this sense, the number of parameters to be optimized
is significantly reduced and the searching space is narrowed.
Furthermore, the topology of traditional neural network is aug-
mented and simplified since the granular values of input weights
and bias can be regarded as crisp values, which are the same as
those in the well-trained numerical RVFL networks.

C. Construction of Optimal PIs
The granular outputs (i.e., PIs) derived from the granular

RVFL are evaluated by the interval score [1] from perspectives
of both reliability and sharpness.
1) Reliability: The reliability is evaluated by the value of

average coverage error (ACE), which indicates the difference
between the PICP (the probability of the true values lie in the
PIs) and PINC (the nominal confidence level %),
defined as

(2)

(3)

where is the number of targets, and is the real target, which
is assumed as the mean value of each time window here. If is
included in the PI, ; otherwise, . ACE should be
diminished as small as possible to obtain higher reliability.
2) Sharpness: The sharpness is the other vital performance

index reflecting the width of the resultant PIs in the evaluation
process. The interval score can assess the overall skill of the
constructed PIs by taking the sharpness into account, expressed
as

(4)

is the granular output with and as the lower
and upper bound, respectively. Intuitively, higher reliability can
be obtained at expense of wider PIs; hence, these two conflicting
objectives should be combined together to establish the cost
function in (5) [1], which is to be minimize by PSO:

(5)

III. EXPERIMENTAL RESULTS
The proposed approach is compared with our previous direct

PIs construction method [1], where the inputs and model param-
eters are both crisp; 1-min irradiance data measured in King's
Park, Hong Kong, in 2012 are used as dataset. To have a con-
sistent forecasting duration for all days, the nighttime data is ig-
nored. PIs with PINC of 90% are constructed over 10-min time
scale by one-time-step forecasting. The study was conducted
in different seasons and the whole year. The obtained results

Fig. 2. Optimal PIs with PINC of 90% under 10-min time scale.

TABLE I
COMPARISON OF SOLAR IRRADIANCE PROGNOSIS RESULTS

are presented in Table I and part of the PIs derived by both ap-
proaches are displayed in Fig. 2.
PINAW denotes the normalized average width of granular

outputs, which is defined as

(6)

where is the maximum range of the targets. It is clearly seen
from the table that the proposed granule-based approach could
significantly increase the reliability as compared to the tradi-
tional optimal direct PIs construction method, particularly in
Spring and Winter, in which the irradiance shows high vari-
ability and thus gives rise to the difficulty of predicting. In other
cases, the sharpness of PIs is considerably reduced while main-
taining high reliability. The interval score reflects the overall
performance encompassing both reliability and sharpness, the
improvements are within 27%–39% with respect to the direct
method depending on the cases, therefore demonstrating the ef-
fectiveness of the proposed method.

IV. CONCLUSION
The conceptualization of information granulation is first ap-

plied to probabilistic interval forecasting of solar irradiance. The
variability of the raw irradiance time series, as well as the un-
certainties in knowledge transfer, are well quantified associated
with the constructed PIs. Future work is underway to further en-
hance the performance of the proposed approach.
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